
Endterm — Discrete Mathematics

17:00 - 19:30, April 9, 2024

• The exam contains four questions. Two of them you have seen before and two are new to you. You pick
three out of these four questions to be graded on. Indicate your choice at the top of your submission.

• Write only your student ID on your submission. (For unbiased grading.)

• Please be silent, move your phone into your bag and put it on silent mode, please refrain from using red ink
or erasable markers, like pencils. You are allowed to take this sheet home with you.

• Students with extra time may stay until 20:00. All other students are allowed to leave whenever they are
finished.

For the Caracal evaluation you can use this QR code:
https://caracal.uu.nl/36793/Respond

For a longer evaluation of the teaching methods (7 minutes) please use the following QR code:
(https://forms.office.com/e/9vaLdXBhEp) The form closes Wednesday 22:00.

We appreciate your feedback, it helps us to adjust the course for the students next year.

Flip this page at 17:00.



1. This question is about the synthesis of 2-connected graphs. Show that:

a (20) G is 2-connected if and only if any subdivision of G is 2-connected.

b (30) every 2-connected graph can be generated from a triangle by edge additions and subdivisions.

2. This question is about regular polytopes.

a (15) Give the definition of regular polytopes in R3. (Give the definition from the book.)

b (35) Show that there are at most five regular polytopes in R3. (You are allowed to use Euler’s formula.)

3. Surprise Question: This surprise question is based on Knowledge Question 26.

Let C(n) denote the maximum number of edges a graph on n vertices without C3 or C4 as a subgraph can have.

In this question, you will prove that C(n) ≤ n2+n
6 using induction.

a (5) Show the three base cases: C(1) = 0, C(2) = 1, and C(3) = 2.

b (15) Prove for a graph G = (V,E) that if G does not contain the path on three vertices as a subgraph

(which implies G does not have C3 nor C4 as a subgraph), then |E| ≤ n
2 ≤ n2+n

6 , where n = |V |. c (30)

Using the assumption that C(n) ≤ n2+n
6 , together with the result of b, prove that

C(n+ 3) ≤ (n+ 3)2 + (n+ 3)

6
.

4. Surprise Question: This surprise question is based on Knowledge Question 30.

Given a 2-connected graph G = (V,E), we say a spanning 2-connected subgraph is a 2-connected graph G′ =
(V,E′) where E′ ⊆ E. Remember that a graph is 2-connected if and only if there exists a cycle through any
two vertices v and w.
(For both subquestions, you may use the following as a known fact: For any two vertices v and w not on a
common cycle, we can remove either the edge (v, w) or some vertex x from the graph and then v and w will be
in different components.)

a (35) Algorithm We order the edges of G arbitrarily into a sequence (e1, e2, . . . , em). Let E′
0 = ∅ and

E′
i = E′

i−1 ∪ {ei = (vi, wi)} if vi and wi are not on a common cycle in graph (V,E′
i−1) . Otherwise, E′

i = E′
i−1.

We output graph G′ = (V,E′) where E′ = E′
m.

Prove that the algorithm returns a spanning 2-connected subgraph.

b (15) Let G = (V,E) be a graph. Formulate an algorithm that determines whether two vertices v and w
in V lie on a common cycle and argue why it is correct. For this algorithm, you may assume that you have a
subroutine to determine if there exists a path between any v and w (i.e., you do not need to explain how to
find such a path). The algorithm should run in polynomial time. (We do not require a runtime analysis.)



List of Knowledge Questions.

19.Give the definition of a subgraph (5). Give the definition of the term connectedness in the context of graphs
(5). Give the definition of a walk in a graph (5). Give the definition of the connected components of a graph
(5). Show that a graph is connected if and only if it has exactly one component (10). Give the definition of the
distance function of a graph and show that it is a metric using the three defining properties (20).

20.Give the definition of an induced subgraph (5) and the adjacency matrix of a graph (5). Let A be the adjacency
of the graph G and B = Ak be the k-th power of A. Which information does Bij convey combinatorially? (5)
Give a proof of your answer (25). Describe a multi-graph in some way (10).

21.What is the score of a graph (5)? Show for a graph G = (V,E) that
∑

v∈V deg(v) = 2|E| (5). Show that a
graph is Eulerian if and only if it is connected and every vertex has an even degree (40).

22.Give the definition of the degree of a vertex (5). State the Handshake lemma (5). State and prove the score
theorem (35). Give the definition of what it means for a graph to be Eulerian (5).

23.Give the definition of a directed graph (5). Give the definition of a directed tour of a graph (5). Give the
definition of a directed Eulerian graph (5). Give the two characteristics of Eulerian directed graphs (5). Give
the definition of the graph operations: edge deletion, edge addition, edge-subdivision, vertex deletion (10).
Show that a graph is 2-connected if and only if for any two vertices exists a cycle containing them (20).

24.Give the definition of the indegree, outdegree (5) and symmetrization for a directed graph (5). Give the definition
of what it means for a graph to be k-vertex-connected and k-edge-connected (5). Assume we have a wheel with
n 0/1’s on the boundary. We can see k consecutive of them through an opening at the top. Given those k
numbers we know the exact rotation of the wheel. What is the largest possible n (5)? Proof your answer (30).

25. Show that G is 2-connected if and only if any subdivision of G is 2-connected. (20) Show that every 2-connected
graph can be generated from a triangle by edge additions and subdivisions (30).

26. Let T (n) denote the maximum number of edges a graph on n vertices without a triangle can have. Show that

T (n) = ⌊n2

4 ⌋ (40). Give the definition of what it means for a graph to be extremal (10).

27.Give all five (i) - (v) defining properties of trees that we had in the book (15). Show the equivalence of any
three of the five defining properties (35). (You probably need to prove two lemmas as preparation.)

28.Give the definition of a rooted tree (5). Give the definition of the parent/child relationship (5). Give the
definition of a planted tree (5). Give the definition of the code of a planted tree as in the book (5). Show
that there is a injective mapping from planted trees to codes (10). How can we use the code for planted tree
isomorphism testing (10)? How can we use the codes for planted trees to assign rooted trees codes that preserve
isomorphism (10).

29.Give the definition of the eccentricity of a vertex (5). Give the definition of the center vertices of a graph (5).
Show that every tree has either one or two center vertices (30). How can we use the center vertices and codes
for rooted trees to assign unrooted trees codes that preserve isomorphism (10).

30. For this question, G = (V,E) denotes a graph and n = |V |, and m = |E|. Give the definition of a spanning tree
(5). Give the definition of a forest (5).
Explain Kruskal’s algorithm to compute a spanning tree in an unweighted graph G (10). Show: If the algorithm
returns a graph with n − 1 edges then it is a spanning tree and if the algorithm returns a graph F on n − k
edges then it is a forest with k connected components. Furthermore, show that the components of G and F are
exactly the same. (30). (Hint: You may assume here that every cycle-free graph on m = n− 1 edges is a tree.
You may also use the fact that a forest with n− k edges has k components.)

31.Describe the UNION-FIND problem and describe one possible solution to it (20). Show that your solution can
do n − 1 Union and m Find operations in O(n log n +m) time (20). How can a UNION-FIND data structure
be used for a spanning tree algorithm and why does it use at most n− 1 Union and m Find operations? (10)



32.Describe Jarńık’s algorithm (ignoring the edge weights) to compute a spanning tree in an unweighted graph
(15). Let T be the graph computed by the algorithm. Show that if |V (T )| = n then T is a spanning tree (10).
Show that if |V (T )| < n then T is a spanning tree of one component of G (10). Give the definition of a weighted
graph and minimum weight spanning trees (5). Describe Kruskal’s algorithm completely (10).

33.Given a connected weighted graph G used as input, prove that Kruskal’s algorithm returns a minimum spanning
tree (40). (Here, you can assume that you already know that it will return a spanning tree.)
Describe the idea of greedy algorithms in general (10).

34.We will give a weighted surprise graph in the exam with a marked start vertex. Give the trees computed
by Jarńık’s algorithm after each step (10). Describe Jarńık’s algorithm on weighted graphs (10). Show the
correctness of Jarńık’s algorithm (30).

35. Prove that K5 is not planar, without using Euler’s formula (20). Prove that if G is a 2-vertex-connected planar
graph, then every face in any planar drawing of G is a region of some cycle of G (20). State Kuratowski’s
theorem (10).

36.Give the mathematical definition of the notion of a planar drawing of a graph (10) and a face in a planar
drawing (5). Show how to manufacture the Möbius band (5), the torus (5), and the Klein bottle (5) from a
rectangle. Prove that any finite graph can be drawn without edge crossings on a “sphere with sufficiently many
handles” (bounded surfaces with sufficiently high genus is the formally correct term.) (20).

37. Prove that a graph can be drawn on the sphere if and only if it can be drawn in the plane (20). Draw K3,3 on
the Möbius band without edge crossings (5), K5 on the torus without edge crossings (5), and K4,4 on the torus
without edge crossings (10). State the Jordan curve theorem (10).

38. State Euler’s formula and under which conditions it holds (10). Proof of the formula (30). State one example
where Euler’s formula can be applied (10).

39.Give the definition of regular polytopes in R3 (15). Show that there are at most five regular polytopes in R3

(35).

40.Give the definition of when a graph is maximal planar (5). How many edges does a maximal planar graph on
at least n ≥ 3 vertices have (5)? Proof the answer to the previous question (40).

41.Give the definition of the average and the minimum degree of a graph (5). (They are what you think they are.)
Give an upper bound on the average and the minimum degree of a planar graph (10). (You are allowed to use
Proposition 6.3.3 (i).) Give the definition of the chromatic number of a graph (10). During the exam, we will
give you a “surprise” drawing D of a planar graph F . Copy that drawing D and draw the corresponding dual
graph F ∗ in a different colored pen (10). Draw a graph G such that F is a subgraph of G∗ (15).

42.Give the definition of edge contractions (5). And sketch an argument, for why edge contractions preserve
planarity (10). Show the five-color theorem for planar graphs (35).


